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1. Introduction 

The debate on the use of research results in public policy has evolved over time and the principles 
underpinning evidence-based medicine have recently been discussed in the context of health care 
management and policy making [1, 2]. Particular attention has been given to the use of economic 
evidence, i.e. formal cost-effectiveness analysis of healthcare technologies and services. The 
increasing amount of empirical research is performed to inform the allocation of scarce healthcare 
resources at various levels [3, 4]. Consequently, the incentives and barriers to actual use of cost 
effectiveness research in healthcare have been investigated in several studies [5].  
 
Most of the available studies have analysed the influence of cost-effectiveness analysis at policy 
(macro) and healthcare facility (meso) level, while a limited number have investigated the 
perceptions’ and decision criteria of professionals [3, 6-12]. The available evidence suggests that cost 
effectiveness analysis is not the dominant criterion used by clinicians in their decisions. In fact, there 
is limited evidence of the “enlightenment use” where economic evidence provides a background 
information that affects the way clinicians make decisions rather then being directly used when 
deciding on particular treatment strategy [5].   
 
All available studies investigating the impact of cost effectiveness information on clinicians’ decision 
making limited their findings to a description of clinicians’ views and perceptions, with very few 
providing a measure of relative importance of cost-effectiveness criteria [11, 12]. Given the essential 
role of professionals in evaluating novel treatment strategies in healthcare, it is of great interest to 
assess to what extent the results of formal economic evaluation analyses influence their decision 
making process.  

It has been acknowledged that decision making is a complex intellectual process and several models 
of decision behaviour have been proposed in economics [13]. Decision makers rely on different type 
of information from various sources in making their judgements. The issue of uncertainty as an 
unavoidable ingredient of any decision making process was first discussed by Simon in his early 
contributions [14-16].  

With specific regards to healthcare, clinicians make their decisions within limits posed by 
incompleteness and uncertainty of information available to them.  This implies that their choices 
involve trade-offs between different types of information, since the final judgement about innovative 
treatment will rarely rely on evidence base that would satisfy all decision making criteria. In other 
words, given that it is impossible to have perfect and complete information the evidence-base will 
always have weakness and limitations, thus the clinicians have to weight different criteria. To 
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understand how the decisions are taken under conditions of uncertainty and limitations in available 
evidence is of great interest. This raises the question of whether and how do clinicians perform the 
trade-offs between different criteria, what is the relative importance of economic evidence in their 
decision making framework and how it can be measured?  
 
The purpose of this study is to evaluate the impact of cost effectiveness information on clinicians’ 
decisions by exploring the potential of discrete choice experiments (DCE) to assess the relative 
importance of different types of evidence in clinical decision making. DCE is an approach to eliciting 
values originally developed by mathematical psychologists for applications in market research [17]. 
The technique has been used to investigate a variety of issues in health economics literature including 
patients’ and clinicians’ preferences for health outcomes [18-22], patients’ preferences for 
characteristics of health care services, [23, Caldow, 2007 #4, 24-30], provider preferences for job 
characteristics, [31-33] and priority setting [34-37].  
 
The use of DCE methods to investigate the relative importance of cost effectiveness information in 
clinical decision making is a novel application. The advantage of these methods over an approach 
where clinicians directly assign weights themselves to the different aspects of evidence base is that 
DCE asks the respondents to make choices between different scenarios involving different levels of 
the dimensions deemed as important. Thus, DCE forces the respondents to trade off some type of 
evidence for others and incorporates opportunity costs in the elicitation process [21].  
 
We are aware of only two studies that used a DCE framework for a similar purpose, however with a 
different target population [34, 37]. In an explorative study conducted by Baltussen and colleagues, 
DCE was used to determine the importance of different priority setting criteria in Ghana. Thirty 
policy makers were asked to choose between 12 pairs of scenarios describing interventions in terms of 
medical and non-medical criteria. The economic impact (cost-effectiveness) was considered an 
important criterion together with poverty reduction, targeting severe diseases or younger patients [34]. 
Johnson and colleagues investigated the preferences for technology adoption criteria, including 
threshold values for cost-effectiveness ratios and compared the criteria weights between a sample of 
industry stakeholders with the with the results of a study of National Institute for Health and Clinical 
Excellence (NICE) recommendations. The target sample included the industry stakeholders with 
presumably high level of knowledge of health economics and the main decision criteria were 
incremental cost-effectiveness ratio (ICER), uncertainty regarding ICER, disease burden and budget 
impact of the technology [37].  
 
Although these two studies shed light on the validity of the DCE methods to elicit the importance of 
economic evidence, none specifically addressed clinicians in their sample and none have attempted to 
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estimate whether clinicians trade-off between different types of evidence when deciding upon a new 
treatment (for example, how information on cost effectiveness of a new drug compares to the quality 
of clinical evidence associated with it). One may hypothesise that, faced with structural and inevitable 
weaknesses of the evidence base clinicians may be forced to trade-off between different criteria, for 
example, between relatively lower quality of clinical evidence and more favourable economic profile 
of the new drug.  
 
The purpose of this study is to elicit clinicians’ preferences in evaluating and adopting new treatments 
in cardiology. More specifically, the aim is to estimate the relative importance cost effectiveness 
information plays in cardiologists’ decision making.   
 
From a policy point of view it is important to determine whether clinicians consider cost effectiveness 
information relevant in order to understand the clinical decision making process and to help set an 
agenda for further research. To investigate the importance of economic evidence among cardiologists 
is of particular interest considering that, since the early 1980s, the field of cardiology interventions 
has been systematically investigated according to economic principles [38, 39]. A plethora of 
empirical studies investigating cost and effectiveness of treatments in cardiology is available. 
Although the results of these analyses received considerable attention among decision makers, to date 
no systematic analysis that we know of has addressed how clinical cardiologists respond to this 
information. 
From a methodological point of view it is of interest to explore the validity of discrete choice methods 
and to test if the clinicians are willing to trade between different types of evidence when deciding 
upon the new treatment.  
 
The remainder of this paper is organized as follows. The theoretical framework underpinning DCE in 
health economics is described in Section 2. The distinct phases of discrete choice analysis and 
methods applied in this study are presented in Section 3. The survey results are given, followed by a 
discussion of theory, methods and policy implications in Section 5. Finally, conclusions are outlined 
in Section 6.  
 
2. Theoretical framework   
 
The theoretical underpinnings for the DCE are rooted in the Random Utility theory (RUT) [40] and 
Lancaster’s economic theory of value [41]. According to Lancaster’s approach, each good or service 
is a bundle of potential characteristics (attributes) and each individual has a set of unique relative 
utility weights for attribute levels that compose a good or service. In other words, the individual 
derives utility from the combination of good’s attributes, not a good in itself. Combining the utilities 
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of different attributes provides an individual’s overall utility. When faced with alternative choices, the 
rational individual will always chose the alternative that maximizes their utility.  
In the DCE, individuals are faced with a series of alternatives and asked to make choices on the basis 
of their preferences. The indirect utility yielded by the specific option is assumed to be a function of 
choice-specific dimensions. Thus, the individual would choose option B over A if: 
 
U (XB, Z) > U (XA, Z)        (Equation 1) 
 
Where U represents the individual’s indirect utility function from defined scenario A or B, XA and XB

are utility bearing attributes of options A and B respectively, and Z socioeconomic characteristics of 
the individuals that may influence his/her preferences (utility).  
In choosing between options, individuals are assumed to know the nature of his/her utility function 
while the researcher is not. In other words, U is a latent variable which is not directly observed. All 
we observe is whether an option was chosen or not. This leads to the introduction of a random 
component of utility that accounts for the analyst’s inability to accurately observe individual’s 
behaviour. The error term reflects the unobservable factors influencing individual’s preferences. Thus, 
within the random utility framework indirect utility U is:   
 
U (XA, Z) = V (XA, Z) + εA (Equation 2) 
U (XB, Z) = V (XB, Z) + εB

Where V is the observable component of utility estimated empirically, XA , XB and Z as defined above 
and  εi (i=A,B) represents the unobservable factors in the individual utility function and errors in 
measurement and observation by respondents (error term)[40].   
 
Consequently, Equation 1 becomes:  
 
V (XB, Z) + εB > V (XA, Z) + εA (Equation 3) 
 
Using a DCE in which the respondent is forced to choose between options A and B, the probability 
that the respondent will choose B over A is given by: 
 
Prob [U (XB, Z) > U (XA, Z) ] = Prob [(εA- εB ) < (V (XB, Z) - V (XA, Z)]  (Equation 4) 
 
The chosen form (for example normal or logistic) for the distribution of (εA−εB) determines the 
appropriate estimation technique for the specification of utility difference (probit or logit). Because 
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each respondent is asked to make multiple choices, the error term cannot be assumed to be 
independent and panel data estimation techniques are necessary (i.e. random effects probit) .  
Finally, when analysing the data, assumptions must be made about the functional form of the indirect 
utility function. Assuming the linear additive function, the regression model is specified in terms of 
differences in attributes between the two choices: 
 
∆U = β0 + β1 (X1B- X1A) + β2(X2B- X2A) + ……βn (XnB- XnA) + (εB − εA) (Equation 5) 
 
Where U represents the difference in indirect utilities from the defined scenario, β0, β1, β2…βn are the 
parameters of the model to be estimated, Xn’s represents the levels of the n attributes of the 
commodity being valued (n−1, 2, . . ., k), and (εB − εA) is unobservable error term of the model. β0

reflects the subject’s preferences for one commodity over another when all attributes in the model are 
the same (alternative specific constant).  
The estimated parameters can be interpreted as the marginal utility from a change in the level of the 
attribute as one moves from option A to option B. The ratio of any two parameters is the marginal rate 
of substitution between them.  
 
In a random utility framework the choice is modelled by comparing the two indirect utility functions 
so that the terms common to both of them are dropped out, as happens with individual characteristics 
in Equation 5. In other words, in this homogenous model the decision to choose A over B or B over A 
is independent of the individual’s observable characteristics. In this case the model leads to restrictive 
assumptions about the parameters to be estimated and thus doesn’t allow not for non random 
variations in coefficients. However, it may be assumed that some of the respondents’ characteristics 
(for example age or prior knowledge) will lead to different preferences for the attributes. To allow for 
such non-random variations (heterogeneity) in preferences, interaction terms between respondents’ 
characteristics and attributes can be included in the model [27, 29].   
 
Based on this theoretical framework the underlying assumption in this study is that clinical decision 
making can be described by its distinct dimensions, i.e different decision criteria. The clinicians 
derive their preferences from the levels attributed to decision criteria available in different options. 
The clinicians make a series of choices between alternative options by choosing the option that 
maximizes their level of utility. In other words, the clinicians’ choices are a result of the difference 
between the two indirect utility functions where each utility function is associated with a different 
option. Response data are modelled within a benefit (or satisfaction) function which provides 
information on whether or not the given dimensions are important; the relative importance of 
dimension and the rate at which individuals are willing to trade between dimensions [42]. 
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3. Methods 
 
In this study DCE was conducted on a sample of Italian cardiologists, who were asked to evaluate the 
innovative treatment in a specifically designed clinical scenario. Estimation of preferences using the 
DCE framework is undertaken in 6 distinguished stages [43]:  
 

1) Hypothetical  scenario design 
2) Identifying the relevant dimensions (attributes)  
3) Assigning levels to the dimensions 
4) Generating the questionnaire 
5) Establishing preferences 
6) Model estimation to value total and marginal utilities  

 
1. Hypothetical scenario design  
 

A crucial element in the design of a DCE instruments relates to definition of a hypothetical scenario, 
to be followed by the construction of efficient choice sets.  
Due to the hypothetical nature of stated preference techniques, the respondents are often unfamiliar 
with the choices they will be faced with in the questionnaire.  Thus, setting up the context in which 
the respondents should imagine themselves when choosing between the options offered is of 
paramount importance in DCE design. This includes providing sufficient information to the 
respondents about the commodity being valued and context of choice. In most of the cases the 
scenario is set by the policy question posed by the research.  In the present study, policy objective was 
to elicit clinicians’ preferences for different decision criteria applied when adopting the new treatment 
in cardiology. Thus, we wanted to design a scenario which would be perceived sufficiently appealing 
to get clinicians’ attention and sufficiently realistic to encourage them to take the questionnaire 
seriously. The scenario was designed after consultations with 3 senior cardiologists. The respondents 
were asked to imagine themselves in a situation in which they had to decide whether to adopt an 
innovative treatment for reducing the risk of cardiovascular mortality in a patient with specific 
characteristics (Figure 1).    
 

2. Identifying key  dimensions  in clinical decision making context 
 

The attributes selected for the DCE were initially identified on the basis of theoretical arguments in 
the literature and subsequently validated in two focus group interviews with clinicians.  More 
specifically, the first list of dimensions identified from the literature was discussed with 8 clinicians 
attending a major national conference of cardiologists in March 2007 in Florence, Italy (the first focus 
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group). It was accepted that identifying the full list of decision criteria used by clinicians is a very 
complex task since many aspects of a new treatment contribute to the final adoption decision. It is 
argued in the DCE literature that number of attributes should not exceed 4-6 dimensions in order not 
to impose significant cognitive burden on respondents [42]. In this exploratory study we decide to 
limit the number of dimensions to 3 and concentrate on the most important criteria as identified in the 
focus groups.  
One of the three dimensions sought to evaluate the importance of cost effectiveness information vs. 
other types of evidence. Six out of 8 interviewed clinicians mentioned that economic impact would be 
“something they would look into, as well”. That dimension was identified as “economic impact” and 
it was included in terms of the treatment’s incremental cost-effectiveness ratio. 
All interviewed clinicians agreed that the quality/solidity of clinical evidence and size of health gain 
were key dimensions in evaluating the new treatments in cardiology. This was expected, as evidence 
based effectiveness are dominant decision making criteria in medicine. We believed that it was 
important to include dimensions reflecting not only the clinical effectiveness (expressed as the size of 
health gain) but also the source of evidence (quality of clinical evidence) since both of them are 
deemed to contribute to clinicians’ utility.  
 

3. Assigning levels to key dimensions 
 

The key dimensions identified in the previous phase were then assigned levels. In general, levels may 
be cardinal, ordinal or categorical. Pragmatically, the levels must be plausible and actionable, thus 
encouraging respondents to take the exercise seriously. Furthermore, the levels must be capable of 
being traded-off [44]. Although the choices to be presented to the clinicians were hypothetical, they 
had to be as realistic as possible to encourage valid responses. In the present study attributes were 
assigned ordinal levels following the discussion with 3 cardiologist and 2 focus group interviews. 
Levels reflected the format in which evidence about the new treatments is usually conveyed to 
physicians. As regards dimension 1 (quality of clinical evidence) the levels were first defined on the 
basis of commonly accepted guidelines in evidence based cardiology [45-47]. In the interviews, 
however, cardiologists stated that the minimum level of evidence that they would require is “one 
reasonable size randomized controlled trial” and that anything below that (i.e. observational studies or 
national registries) would not be considered and thus couldn’t be trade-off. A similar reasoning 
applied to “size of health gain” dimension. The interviewed clinicians stated that in a context scenario 
described above relative risk reduction (RRR) of 20% would be considered “clinically relevant” while 
RRR of 5% would not. In addition, it was suggested that the information on both relative and absolute 
risk redictions should be provide din the survey. Finally, three levels were attributed to economic 
dimension to distinguish between different cost-effectiveness profiles: very, moderately and not cost 
effective.  
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The levels chosen are presented in Table 1. 
 

4. Generating the questionnaire  
 

The number of scenarios increases with the number of characteristics and levels. Rarely can all the 
scenarios generated be included in the questionnaire (full factorial), and experimental designs are used 
to reduce the number to a manageable level (fractional factorial). A full factorial design is considered 
to be more robust since it allows investigation of all interaction effects. The hypothetical scenarios 
combining all different levels of dimensions were identified and the dimensions and levels chosen 
gave rise to 18 possible scenarios (32 x 2).  Due to the low number of dimensions and levels in our 
study, full factorial design was considered feasible and all 18 scenarios were included in the 
questionnaire.  
Once the scenarios are defined, they must be placed in the choice sets. In doing so, it is important that 
statistical design properties of orthogonality, minimum overlap, level and utility balance are 
maintained [48]. Orthogonality means that levels of attributes appear in choice sets with equal 
frequency with each level of each other attribute and it ensures that the levels of each attribute vary 
independently of one another.  Minimum overlap means that there are as few overlaps as possible of 
levels for each attribute in each choice set. Level balance means that the levels of each attribute 
appear with equal frequency. Utility balance means that the options in each set should have similar 
probabilities of being chosen.  
The choice sets were defined using the cyclical foldover approach [49].   According to this method, 
each of the alternatives in the full factorial design is allocated in different choice sets. Dimensions of 
the pairing alternatives are then constructed by cyclically adding alternatives into the choice set based 
on their dimension level. The dimension level in the new alternative is the next higher (or lower) 
dimension level and if the highest level is attained, the attribute level is set to its lowest level. In our 
study we have two dimensions with 3 levels (1-3) and one with 2 levels (1-2). So, for example, 
alternative with level 1 in the first dimension (lowest quality of clinical evidence) , level 1 in the 
second (small size of health gain) and level 2 in the third (moderately cost-effective) would be 
labelled 112. To generate comparison levels are “folded over”. Thus, in this choice set the alternative 
112 is paired with alternative 223 (medium quality of clinical evidence, large size of health gain and 
very cost effective). This creates one choice set. By construction, this design ensures for 
orthogonality, minimum overlap and level balance hence it satisfies the principles of optimal design 
for choice experiment [17]. Utility balance requires prior knowledge of parameters to be estimated. 
Because the focus group did not directly investigate the relative importance of different attributes, it is 
not possible to make any statements regarding this design criterion.  
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The fold-over procedure is repeated for all the scenarios in full factorial design so the total of 18 pair 
wise choices was created. Each choice included the clear trade-offs between different dimensions. To 
reduce the cognitive burden on respondents and increase the response rate, the 18 choices were 
randomly split between two questionnaires (Q1 and Q2), each containing 9 choices from full factorial 
design. This is an acceptable and valid way of identifying overall preferences, providing that each sub 
sample is large enough and that there are no significant differences in preferences between them [21].   
 
To examine the effects of respondents’ characteristics on the relative importance of the attributes, 
additional questions were asked for socio-demographic details (age, sex and Region), self assessed 
extent of knowledge of economic evaluation techniques on a scale from 1 (poor) to 5 (very good 
knowledge) and the number of studies read in the last year (none, 1 to 3, more than 3). This 
information provided us with potential covariates in the model estimation and help set the background 
for the analysis. In order to further test the results of discrete choice experiment clinicians were asked 
to give their level of agreement on a scale from 1 (completely disagree) to 5 (fully agree) on the 
following  statements: 
Statement n. 1: Economic evaluation analysis is currently used by Italian cardiologists. 
Statement n. 2: Economic evaluation analysis should exercise more impact on decisions in cardiology 
Statement n. 3: The only economic variable considered by Italian cardiologists is the cost of a drug.  
Finally, the time needed to complete the questionnaire and the perceived level of difficulty was 
recorded for better interpretation of results. . 
 

5. Establishing preferences for clinicians 

The next stage obtained preferences for scenarios included in the questionnaire. The questionnaire 
was pre-tested on 25 respondents. Following pre-testing, minor modifications were made which 
included small changes in the scenarios and revisions to the number of patients indicated in the 
“quality of clinical evidence” attribute to make it more consistent with actual size of secondary 
prevention RCTs in cardiology. The first version included the final question that asked the 
respondents to make a simple ranking of the three dimensions included in DCE. It was observed that 
in a few cases respondents used their ranking answers to adjust the choice previously made in the 
choice sets. Because the survey was designed to be self-completed, we had no means of preventing 
this from happening in the main study, so we decided to take out the ranking question from the final 
version.  
 
Combinations of the different key dimensions and associated levels describe different situations in 
which clinicians can find themselves when deciding upon treatment. Respondents are supposed to 
choose the situation in which they would prefer adopting a treatment based on their preferences for 
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different dimension levels specific to each situation. The choice between the pair wise situation is 
assumed to be determined by the clinicians’ trade-offs of the dimensions and the respondent is 
expected to choose the situation which will give the respondent the highest utility.  
 
The sample frame of our survey included the attendees of the 2007 National Congress of Cardiologist 
in Florence, Italy (ANMCO). We distributed questionnaires on the chairs during two major plenary 
sessions and the respondents were asked to return the questionnaire in the boxes available at the exit 
of the conference rooms any time during the congress. In both sessions, the chairman mentioned the 
study and invited the attendees to fill out the questionnaires. Two researchers were available to 
respond to any required information from the attendees.   
 

6. Estimating marginal utilities  
 
The clinicians’ response to each question was included in the model as the binary dependent variable, 
equal to 1 if option B was chosen and 0 if option A was chosen. The independent variables were the 
difference in the levels of key dimensions. The independent variables were dummy coded to allow for 
non linear effects and the “worst” level of each dimension was the omitted category. “Worst” in this 
case refers to a priori expectations that higher quality of clinical evidence, larger health gain and more 
favourable cost-effectiveness profile would be preferred by clinicians. Consequently, the results show 
the increments in utility associated with the movements from the level one (worst level) of each 
dimension to the levels two and three.  
Assuming a normal distribution of error term, a probit model was used to estimate clinicians trade-
offs between the dimensions and relative importance of each dimension in the first instance, as 
exploratory analysis (Model 1). In order to account for multiple observations from a single respondent 
a random effect extension of the probit model was used in the main analysis (Model 2). 
Under the assumption that the marginal utilities for each dimension are not linear, the baseline 
empirical model was specified as: 
 
∆ U= (β0B  - β0A) + β1 * ∆ Quality_high + β2 * ∆ Quality_mod + β3 * ∆ Gain_high + β4 * ∆ICER_very 
+ β5 * ∆ ICER_mod + ε + µ

Where:  
∆ Quality_high, ∆ Quality_mod = difference in dummy variables for levels 3 and 2 of quality of 
clinical evidence dimension, respectively 
∆ Gain_high = difference in dummy variable for larger health gain 
∆ICER_very, ∆ ICER_mod = difference in dummy variables for levels 3 and 2 of economic impact, 
respectively  
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The coefficients β1 to β5 are to be estimated from the model. The inclusion of constant terms is a 
violation of the theoretical basis of the model since the questionnaire stated that all dimensions of 
decision making, other than those specified, should be considered to be equivalent between the 
options. Thus, in theory, the clinician should have no a priori preference for one option over another 
regardless of the level of attributes associated. However, the constant term was included to test and 
control for any model misspecifications due to unobserved dimensions or unobserved interactions 
between clinicians’ socio-economic characteristics and dimensions. The constant term can be 
interpreted as the difference in average utility of scenario A and B caused by an omitted dummy 
variable that is a function of other included dimensions or the existence of ‘left’/‘right’ bias [31].  
 
There are two error terms in random probit estimation. One error terms represents the individual 
specific error µ and the other error term represents a common random error ε. The correlation between 
the two corr (ε, µ)= ρ takes account of any correlation between observations from any one respondent.  
The basic random effects probit model assumes homogeneity in preferences across different groups of 
clinicians. Different methods are proposed in the literature to account for heterogeneity in preferences 
across respondents. The most common approach is to extend the basic model with a series of 
interaction terms between respondent’s characteristics and difference in dimension levels. Because the 
main objective of the study was to estimate the relative importance of the cost effectiveness 
information and due to limited degrees of freedom, only this dimension was interacted with clinicians’ 
socio demographic variables (age, sex, region) and his/her self assessed level of knowledge of 
economic evaluation techniques (Models 3 and 4). A likelihood ratio test was used to exclude 
insignificant interaction terms from the reduced model and to test the final reduced model against the 
restricted (no interactions) model. All models were estimated using software package Stata 9.2. 
 
Theoretical expectations regarding coefficients 
 
Theoretical validity of the valuations was assessed by determining whether the estimated parameters 
were of anticipated sign in the basic model. Given the model specification and dummy coding, all 
parameters were expected to have a positive sign since they represent the increment in utility in 
moving from lower levels of dimensions to higher levels. Only one theoretical expectation was set for 
the model with interactions: the clinicians with good knowledge of economic evaluation techniques 
are assumed to have higher preference for this attribute (positive coefficient is expected for this 
interaction term). For the rest, our null hypothesis was that there are no differences amongst different 
age groups, regions and genders in the influence of economic evidence on choices. 
To further test the validity of the model, the results from the random effects probit model were 
compared with clinicians’ responses to the three statements described above. The correlation between 
rank variables was analysed using Spearman’s rank correlation coefficients, while the differences in 
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level of agreement between different groups were assessed with non parametric tests (Mann Whitney 
test). It was hypothesised that if the dimension concerning the economic impact were important to 
specific groups of clinicians, it would be possible to confirm this result by analysing the level of 
agreement for the statement n.2.  
 
Consistency in responses and dominant preferences 
 
Dominance tests were used to appraise the consistency of responses. In this, within the choice set one 
option was better on all levels and should have been chosen by respondents. Questionnaires Q1 and 
Q2 each included two dominated choices. Since there is evidence that individuals make random errors 
when completing DCEs [50], it was assumed that those who failed only one test had made a random 
error and were therefore included in the analysis. Respondents who failed two tests were defined as 
inconsistent and dropped.  
 
The methodological aim of this study is to explore whether clinicians make trade-offs in line with 
expectations in the compensatory decision making framework underpinning DCE. Compensatory 
decision making assumes that respondents can be compensated for a decrease in one dimension with 
an increase in the other dimension implying that the respondents are willing to trade-off dimensions. 
It has been argued, however, that, individuals may have dominant preferences that they are not willing 
to trade off,  i.e. only one attribute matters (so called lexographic ordering) [51]. In the case of a 
lexicographic ordering of goods or characteristics, an individual is not prepared to trade-off and so 
goods or characteristics cannot be substituted for one another (non-compensatory decision making). 
Evidently, existence of dominant preference undermines the theoretical assumptions of DCE and at 
present, there is little consensus about whether and how to account for dominant preferences in DCE, 
even though their existence has implications for how results are interpreted. It is worth noting that 
somewhere in between a strict lexicographic ordering and perfect compensatory decision making is 
target setting behaviour. This form of hierarchical choice allows for some substitution. It operates by 
an individual setting a target (or threshold) for the first attribute and that this must be reached before 
the second most important attribute is considered [51].  

In order to investigate these issues in our study we identified the respondents with dominant 
preferences using the method already suggested in the literature [51]. Respondents with dominant 
preferences are defined as individuals who always chose the scenario with the “best” level of a 
particular dimension. The random effects probit model was expanded with interaction terms to 
account for any implication of “dominance” in parameter estimation. A dummy variable indicating 
whether the individual had a dominant preference (or not) was multiplied by each main effects 
dimension to create five interaction terms, thereby testing the null hypothesis that there was no 
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difference between coefficients. Finally, the model was estimated without the individuals that 
appeared to have dominant preferences (Model 5).  
 
4. Results  
 
Sample characteristics  
 
We distributed the questionnaires at the ANMCO conference and one hundred and twenty nine 
clinicians completed the questionnaire and provided us with usable data for the analysis by the end of 
the event. Table 2 displays main sample characteristics. The majority of respondents were males 
(82%), from the northern regions (55%) and in 45 to 65 age bracket (77%). The average time to 
complete the questionnaire was 8.39 minutes (range 2 to 30 minutes) while 72.4% of respondents 
considered the questionnaire to be easy or moderately easy to answer.   
 
The strength of agreement for the three statements provided in the questionnaire varied greatly. None 
of the respondents strongly agreed (rated 5) with the statement that economic evaluation techniques 
are currently used by Italian cardiologists, while more than 70% of them agreed (rated 4 and 5) that 
these analyses should be more used in the field (Table 3). The overall perceived level of knowledge 
was 2.87 (SD 0.93, range 1 to 5), with 55% of clinicians claiming to have read 1 to 3 studies in the 
previous year.  
 
Results of discrete choice experiment  
 
Out of 129 completed questionnaires, only 2 respondents (1.6%) failed the two consistency tests and 
were excluded from the subsequent analysis. A total of 1143 observations were included in the 
regression models 1 and 2. The results and model characteristics are presented in Table 4. In both 
models, all attributes had coefficients that were significantly different from zero and of the expected 
(positive) sign. In other words all three dimensions have a significant impact on the clinicians’ choice 
of innovative drug adoption scenario. The coefficients can be interpreted as the effect of difference 
between option 2 and option 1 on the likelihood of choosing option 2 over option 1, with the sign 
reflecting whether the level of the dimension was higher or lower in option 1. A positive coefficient 
implies that an increase in the dimension level will make it more likely that the clinician would adopt 
the new treatment. Compared with the lowest level of quality of clinical evidence, both medium and 
higher levels increase the likelihood of the option being chosen although to different extent. Increase 
in marginal utility for higher quality is larger than for medium quality. The similar applies for the 
economic impact: very cost effective and cost-effective treatments increase the likelihood of being 
chosen when compared to non cost-effective option. Marginal utility gain increases with more 
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favourable economic impact. Finally, larger health gain significantly increases the likelihood of a drug 
being adopted.  
 
In terms of relative importance, very favourable cost-effectiveness profile was considered to be the 
most important dimension closely followed by high quality clinical evidence and large health gain.  
The random effects probit estimates were very similar to the probit in all cases, and the both models 
appear to fit the data very well with 82.9% of observations correctly predicted. The only difference 
relates to the constant term that proved significant in a simple probit estimation, while it lost its 
significance in the random extension of the models (Model 2). The value of ρ, measuring the 
correlation between responses for the same clinician, is statistically significant suggesting that a 
random effects specification was appropriate and that there were unobserved interactions between 
clinicians characteristics and attributes.  
 
Heterogeneity of preferences for dimension among different clinicians’ groups was tested in a random 
effects probit model with interaction terms. The effects of interacting all three dimensions with 
dummy variables for age group, geographical area and perceived level of knowledge are presented in 
Table 5 (Model 3). Model 4 is a reduced model derived from performing a backward stepwise 
elimination of insignificant variables of Model 3. The economic dimension was found to be 
significantly more important for clinicians below 45 years of age and those with good knowledge of 
economic evaluation techniques. More specifically, younger clinicians valued significantly more the 
scenarios in which the new treatment was cost-effective and highly cost-effective profile. The good 
extent of knowledge significantly interacted only with cost-effective level while the interaction term 
was not significant for highly cost effective profile. This result implies that this group of clinicians 
had some kind of “threshold” for their decision making criteria: it was deemed important that the drug 
reached the cost-effectiveness threshold more than having a very favourable cost-effectiveness 
profile.     
The reduced model with significant interactions improved model fit in comparison to model with non 
interaction terms (using a likelihood ratio test), but adding further interaction terms did not improve 
the model fit.  
 
These results were further investigated by analysing the clinicians’ level of agreement with the three 
statements provided in the questionnaire. The correlation between level of knowledge of economic 
evaluation techniques and level of agreement with the statements n. 2 and n.3 resulted significant (but 
of low magnitude (p<0.05, Spearman coefficient 0.07 and 0.15 for the statement n.2 and 3. 
respectively). The clinicians who claimed good knowledge of economic evaluation analysis agreed 
significantly more with the statements that economic evaluation analysis should be used more in 
cardiology and that the only economic criterion cardiologists currently use is the cost of a drug. 
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Similarly, younger clinicians (age <45) expressed stronger agreement with the wider use of economic 
evaluation in cardiology than their older colleagues.  
 
Testing for dominant preferences  
 
Overall 30 clinicians out of 127 valid responses (23.6%) exhibited dominant preferences for one of 
the three attributes. The level of dominant preferences was similar to other studies [35]. The majority 
of clinicians with dominant preferences have dominating preferences for the size of health gain 
dimension (n= 14, 47%). Only 7 clinicians always choose the scenario with the best level of quality of 
clinical evidence while 9 of them always chose the scenario with the most favourable economic 
profile.  
We estimated a model including interaction terms for whether the individual demonstrated dominant 
preferences for one of the attribute (results not shown). The coefficients for the interaction terms 
between the dummy variable (dominant=1 when the respondent had dominant preferences) and 
relative dimension describe how the respondents with dominant preferences differ from the 
respondents that do not appear to have dominant preferences.  None of the interaction terms was 
significantly different from zero.  
Furthermore, in order to reduce any concern about the effects of dominant preferences, the baseline 
model was estimated without data from these individuals (Model 5). The results did not differ 
significantly between the two models (with and without individuals appearing to have dominant 
preferences): the sign, order and significance levels of the coefficients remained the same, with some 
slight changes in their magnitude.  
 
5. Discussion 
 
To our knowledge, this is the first empirical study that investigates the use of cost effectiveness 
information by clinicians in discrete choice experiment framework. The majority of available studies 
have relied on traditional survey methods to investigate clinicians’ attitudes and perceptions of 
economic information in their decisions. We argue that discrete choice experiment provides a feasible 
and preferable methodological framework to elicit clinicians’ decision making criteria. In our study 
more than 70% of clinicians found the questionnaires to be easy to complete. While acknowledging 
that clinical decision making is a complex process, it forces the respondents to trade off between 
different criteria and thus incorporates opportunity cost of decisions taken. This approach is preferred 
because it mimics the real-life decisions clinicians are faced with regularly when deciding upon new 
treatments.  
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There are a number of limitations to our study that could be addressed in future research. First, and 
perhaps the most important limitation, concerns the choice of a sample. The sample was drawn from 
the population of national conference attendees and was based on voluntary participation. Given the 
exploratory nature of our study and limited sources available, it was not feasible to invest in a fully 
representative sampling procedure, and we cannot state that our respondents represent an unbiased 
sample of Italian cardiologists. However, limited socio-demographic data available about our 
respondents (age, sex and region) show that the sample was distributed in line with expectations 
across national territory and different age groups.  
Second, we used a very limited form of test for dominant preferences, which may not be sufficiently 
powerful to detect this violation of the standard axioms. In addition to using the criterion of whether 
an individual always chose the scenarios with the best level of one of the three dimensions, it would 
have been useful to incorporate additional information about the relative importance of the different 
dimensions [51]. We rejected a question asking respondents to rank the dimensions in the present 
study, as some respondents in the pilot used this question to “adjust” choices previously made in the 
discrete choice questionnaire. We did, however, included three statements to indirectly investigate 
clinicians’ preferences for the economic dimension to test the validity of responses in discrete choice 
survey. Our results are in line with the available evidence suggesting that measurement of attitudes 
using simple ranking is consistent with measurement of preferences in discrete choice framework 
[52].  
 
While acknowledging the limitations, our study provides new evidence on the use of economic 
evaluation at clinical level decision making.  
The results obtained are comparable to those already reported in the literature using traditional 
surveys, to a certain extent. We find that the cost effectiveness information resulted to be an important 
ingredient of clinicians’ decision strategies. This result is consistent with those obtained in a recent 
review of empirical studies investigating the impact of economic evaluation at different level of 
decision making in healthcare. The authors of the review concluded that there is moderate influence 
of economic arguments at the micro level (clinical). [5].  
 
In our study, achieving a favourable cost-effectiveness ratio (“moderately cost effective”) appears to 
be more important in determining choices than increasing the quality of clinical evidence by 
conducting larger clinical trials. It appears even more important than the increase in the size of health 
gain associated with drugs under evaluation. At first glance, this result may be somewhat surprising 
and is in contrast to another study recently conducted in Italy [3], in which only a small proportion of 
surveyed clinicians stated that economic evaluation analysis was beneficial at the clinical level. It 
should be noted, however, that this result was obtained when asking clinicians to choose one among 
three levels of decision making for which they thought the economic evaluation can contribute the 
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most. Given the responsibilities for the consequences of decisions taken at macro (policy) and meso 
(organizational) level, majority of clinicians chose these two levels over the clinical one. In our study, 
clinicians were not asked to give their general opinion about the value of economic evaluation 
analysis but to imagine themselves in a hypothetical clinical scenario. Thus, they were “forced” to 
evaluate the importance of economic evidence at this specific level of decision making.  
Our results further show that age and knowledge play important role in clinicians’ preferences. 
Younger cardiologists value cost-effectiveness information more than their older colleagues in Italy. 
This implies an existence of some sort of generational difference in this respect. We are not aware of 
any other study investigating the impact of age on clinicians’ attitudes towards the economic 
evidence, so we can not compare our results with other settings.  
 
In regards to knowledge, several studies reported that that more training in the field as one of the main 
incentives to the wider use of cost effectiveness information [3, 5]. In this study we have been able to 
show that clinicians with higher perceived level of knowledge value significantly more the economic 
information for their decisions. It is interesting to note that this conclusion applies only for the 
intermediate level of cost-effectiveness dimension (“moderately cost-effective”), while the 
significance couldn’t be found for the most favourable “very cost effective” term. This suggests that 
clinicians with good knowledge of economic evaluation may in fact apply some sort of “threshold” 
when evaluating the cost effectiveness information. In other words, it is important that the drug 
reaches this threshold, whilst further improvement of its economic profile doesn’t affect clinicians’ 
choices. 
 
As expected, size of health gain has important impact on the choice of therapies. Judging from the 
estimated coefficients, the improvement in the size of health gain was more important than the 
incremental improvement of quality of clinical evidence. We believe that this is an interesting finding 
since it implies that, in our study, clinicians are more interested in the outcome of clinical trails rather 
then the number or size of those trials. Obviously this conclusion is limited to the levels presented to 
clinicians in our survey. All three levels of quality of clinical evidence referred to one or more 
randomized clinical trials (RCTs), i.e. the gold standard source of evidence in medicine. In other 
words, as long as there is at least one published RCT of relatively acceptable size, clinicians will 
“trust” it as appropriate evidence base for their choices. 
 
From the methodological point of view, this study illustrates the application of discrete choice 
experiments to evaluate the importance of cost-effectiveness information for clinicians’ choices. Thus, 
it provides some valuable insights in discrete choice methods in this novel application. . 
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The focus group interviews and pilot study revealed that clinicians had some idea bout the trade offs 
involved when deciding between alternative treatments. However, they were clearly not familiar in 
discussing the trade offs explicitly and hence the choice exercise may have seemed somewhat abstract 
to those who filled the questionnaire. The clear definition of a context in which the discrete choice is 
applied was crucial in this respect. We argue, therefore, that the qualitative research methods prior to 
design discrete choice questions should be used not only to define attributes and levels for the survey 
but to identify the scenario to which the survey will be applied. In other words, even though the 
abstractness of the context is unavoidable due to the hypothetical nature of the discrete choice 
experiments, researchers should put a significant effort to increase the realism of the context to elicit 
valid and reliable responses. The use of appropriate language and wording is fundamental, as few 
studies have shown that the choice of words for dimensions in the questionnaire, may significantly 
influence their interpretation by respondents, and hence the study results [27, 35]. 
 
The internal validity of DCE addresses typically the extent to which the respondents’ answers accord 
with theoretical assumptions. The results demonstrate that the expected sign of the coefficient 
matches the theoretical predictions, for all three dimensions and associated levels.  
 
One of the greatest challenges of discrete choice experiments is to establish their external validity. 
Would the clinicians make the same choices if found in a same situation in real life? This question 
will probably remain unanswered until economic evaluation studies become more accessible to 
clinicians to guide their therapeutic decisions on regular basis. If that happens, it may become possible 
to compare our results with clinicians’ revealed preferences.   
 
Conclusions 
 
Overall, a DCE framework appears to be a feasible methodology for eliciting clinicians’ decision 
making criteria. This explorative study revealed that clinicians are in general able to understand the 
trade offs and are able to answer the discrete choice questions. We propose that similar study design 
can be used to investigate clinicians’ preferences in other clinical areas beyond cardiology.  By 
investigating the relative importance clinicians attach to different types of evidence, the results of 
these studies, together with the current one, may eventually be used to inform allocation of resources 
for conducting research. 
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Figure 1. Example of a choice presented to clinicians 
 
The context 

Imagine the following situation: a female patient, 65 years old, with family history of cardiovascular 
diseases, one mild acute myocardial infarction experienced at the age of 60, comes to see you for a 
specialist visit in the hospital. The blood exams show total cholesterol 230mg/dl and blood pressure is 
150/95 mm Hg. The baseline risk of cardiac mortality is 10%.  
You must decide whether to prescribe an innovative treatment in order to reduce the cardiac mortality 
risk. Your decision must be based exclusively on the basis of evidence presented to you in different 
scenarios. The scenarios differ according to the quality of clinical evidence available, size of health 
gain estimated in target population and cost-effectiveness profile of the new drug.  
For each question below you are asked to choose in which situation you would be more favourable of 
adopting the new treatment (Situation A or Situation B).   

1. Which scenario you would prefer? (please tick box below)  
Scenario A ` Scenario B `

Scenario A Scenario B 
Evidence obtained from 3 RCTs, all three 
favourable for the treatment (n=30,000) 

Evidence obtained from one small 
RCT (n=3,000) 

Relative Risk Reduction 5% (Absolute Risk 
Reduction 0.5%) 

Relative Risk Reduction 20% (Absolute Risk 
Reduction 2%) 

Not cost effective (ICER= 200,000 € per life 
years gained) 

Very cost-effective (ICER= 5,000 € per life years 
gained) 

Table 1. Attributes and levels used in DCE 
 
Attributes Variable* Levels definition 

Quality of clinical 
evidence 

Quality_high Evidence obtained from 3 RCTs, all three favourable for 
the treatment (n=30,000) 

Quality_mod Evidence obtained from one big RCT (n=10,000) 
Evidence obtained from one small RCT (n=3,000) 

Size of health gain Gain_high Relative Risk Reduction 20% (Absolute Risk Reduction 
2%) 
Relative Risk Reduction 5% (Absolute Risk Reduction 
0.5%) 

Economic impact ICER_very Very cost-effective (ICER= 5,000 € per life years gained) 
ICER_mod Cost-effective (ICER=50,000 € per life years gained) 

Not cost effective (ICER= 200,000 € per life years gained) 

* Attribute levels are dummy coded with the “worst” level being the reference (omitted) category 
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Table 2. Sample characteristics 
 

N. %
Sex   

Female 23 18.1 
Male 104 81.2 

Region   
North 69 54.8 

Centre 31 24.6 
South 27 20.6 

Age   
<45 years 23 18.4 

45 - 65 years 96 76.8 
>65 years 26 4.8 

Self assessed extent of 
knowledge of economic 
evaluation techniques 

 

1 (poor) 12 9.5 
2 27 21.3 
3 53 42.1 
4 33 26.2 

5 (very good) 1 0.8 

Number of economic evaluation 
studies read in the last year 

 

none 20 15.9 
1 to 3 70 55.1 

more than 3 37 29.0 
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Table 3. Level of agreement of respondents with the proposed statements 
Statement Mean Median 1

(strongly 
disagree) 

2 3 4 5
(strongly 
agree) 

Economic evaluation 
analysis is currently used
generally by Italian 
cardiologists 

2.5 3 11.8% 36.2% 41.7% 10.2% 0.0% 

Economic evaluation 
analysis should be used 
more by Italian 
cardiologists 

3.9 4 3.9% 3.9% 19.7% 41.7% 30.7% 

Italian cardiologist use the 
cost of a drug as the only 
economic criteria in 
treatment decisions 

2.5 2 2.4% 30.7% 18.1% 22.8% 3.9% 

Table 4. Probit and random effects probit baseline models 
 Dimensions  Model 1 Model 2 

Coefficients (se) Coefficients (se) 

Quality_high 0.865 (0.071)*** 0.949 (0.079)*** 
Quality_mod 0.535 (0.066)*** 0.585 (0.071)*** 
Gain_high 0.792 (0.051)*** 0.874 (0.060)*** 
ICER_very 1.074 (0.073)*** 1.133 (0.084)*** 
ICER_mod 0.757 (0.069)*** 0.811 (0.074)*** 

Constant 0.102 (0.046)* 0.111 (0.0620) 

N of observations 1143 1143 
N of respodents 127 127 
Log likelihood -487.02 -479.31 
Prob (Chi2) < 0.0001 < 0.0001 
Rho 0.384 0.394 
ρ (95% confidence interval)  0.161 (0.086-0.282) 
Proportion 1s correctly predicted 82.9% 82.9% 
Proportion 0s correctly predicted 79.4% 79.4% 
***p<0.0001 *p<0.05 
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Table 5. Random effects probit, including interactions terms (full and reduced model) 
Dimensions Model 3 Model 4 

Coefficients (se)  Coefficients (se) 

Quality_high 0.974 (0.082)*** 0.965 (0.081)*** 
Quality_mod 0.603 (0.073)*** 0.596 (0.072)*** 
Gain_high 0.894 (0.062)*** 0.887 (0.061)*** 
ICER_very 1.033 (0.098)*** 1.077 (0.089)*** 
ICER_mod 0.610 (0.093)*** 0.631 (0.091)*** 
Good_knowledge* ICER_very 0.178 (0.175)  
Good_knowledge* ICER_mod 0.357 (0.152)* 0.272 (0.126)* 
Age_45*ICER_very 0.445 (0.221)* 0.449 (0.223)* 
Age_45*ICER_mod 0.516 (0.183)** 0.517 (0.184)** 
Age 45_65* ICER_very 0.620 (0.347)  
Age 45_65* ICER_mod 0.276 (0.317)  
North * ICER_very 0.058 (0.156)  
North * ICER_mod 0.062 (0.142)  

Constant 0.089 (0.063) 0.0935 (0.139) 

N 1143 1143 
Log likelihood -470.817 -473.107 
Prob (Chi2) <0.0001 <0.0001 
Rho 0.404 0.401 

LR test with no interactions - Chi2 (p -value) 16.99 (0.030) 12.41 (0.006) 
LR test with full set of interactions - Chi2 (p 
value) 

- 4.58 (0.4693) 

***p<0.0001 **p<0.01 *p<0.05 
 
Table 6. Random effects probit baseline estimates with and without dominant individuals 
Dimensions Model 2 –  

full set of respondents 
Model 5 

No dominant preferences 
Coefficients (se)  Coefficients (se) 

Quality_high 0.949 (0.079)*** 1.116 (0.099)*** 
Quality_mod 0.585 (0.071)*** 0.723 (0.087)*** 
Gain_high 0.874 (0.060)*** 0.887 (0.071)*** 
ICER_very 1.133 (0.084)*** 1.345 (0.109)*** 
ICER_mod 0.811 (0.074)*** 1.029 (0.096)*** 

Constant 0.111 (0.0620) 0.146 (0.071) 

N of observations 1143 873 
N of respodents 127 97 
Log likelihood -479.31 -339.02 
Prob (Chi2) < 0.0001 <0.001 
Rho 0.394 0.437 
ρ (95% confidence interval) 0.161 (0.086-0.282) 0.145 (0.063-0.299) 
Proportion 1s correctly predicted 82.9% 82.9% 
Proportion 0s correctly predicted 79.4% 79.4% 
***p<0.001 


